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Abstract

The aim of the paper is twofold. First, starting from the three-
dimensional theory of linear elasticity, we give a simple justification of
Saint-Venant theory for beams with multi-connected cross-section by
means of Γ-convergence. Second, we estimate the error between the
three-dimensional problem and the limit problem.

1 Introduction

In the last years there has been a growing interest in the justification of the
classical theories of thin-elastic bodies. Several methods have been used,
among which the most popular are: the asymptotic expansion method, the
Γ-convergence, and the use of functional analysis techniques similar in spirit
to those applied in the mathematical theory of homogenization. Among
these, the first provides only a formal justification since, as a starting point,
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it assumes the existence of a power series expansion of the unknowns in terms
of the parameters which identify the small scales.

The justification by means of Γ-convergence of St. Venant beam’s theory
has been given for the first time by Anzellotti, Baldo and Percivale [1]. These
authors limited themselves to consider circular cross sections, while the case
of a general simply-connected cross section has been considered by Percivale
[16]. Since then, several extensions have been given. In particular we mention
the works by Mora and Muller [12], [13] where the starting point is non-linear
elasticity instead of linear elasticity, and the studies of Freddi, Morassi and
Paroni [4], [5] on thin-walled beams.

The method based on functional analysis techniques has been used by Le
Dret [10] to justify the theory of rods. In this paper the author does not only
study the convergence of the displacements but also of the stresses. The cross
section is again assumed simply-connected and the material is homogeneous
and isotropic. The extension to fully anisotropic inhomogeneous materials
has been given by Murat and Sili [14], [15]. The method has been used also
by the authors [6] to study anisotropic, inhomogeneous, thin-walled beams
with rectangular cross-section.

In this paper we use the theory of Γ-convergence to give a rigorous justifi-
cation of the linear theory of elastic beams with multi-connected cross-section
which, to the best of our knowledge, has been done only through the formal
asymptotic method (see for instance the paper by Trabucho and Viano [17]).

The key result which allows us to handle multi-connected cross-sections is
contained in Theorem 3.3. The corresponding step in the simply-connected
case is easily achieved thanks to an application of Poincaré’s lemma, see [3].
Successively, we give an estimate of the error between the solutions of the
three-dimensional problem and of the limit problem. This, to our knowledge,
is the first rigorous error estimate of a dimension reduction problem given
within the framework of Γ-convergence. Our estimate is in agreement with
those obtained, in different frameworks, by Irago and Viaño, [8], and by
Monneau, Murat, and Sili, [11].

We limit ourselves to the case of homogeneous and isotropic bodies to
keep notation and proofs as simple as possible, even if the same proof holds
for more general symmetries of the body. Moreover, since the problem is
linear it could be studied by using the weak form of the problem following
mainly the same ideas used in our Γ-convergence proof.

Unless otherwise stated, we use the Einstein summation convention and
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we index vector and tensor components as follows: Greek indices α, β take
values in the set {1, 2} and Latin indices i, j in the set {1, 2, 3}. Convergence
in the norm will be denoted by → while weak convergence will be denoted by
⇀. With a little, but harmless, abuse of notation, we shall call “sequences”
families with index a continuous parameter ε which, throughout the paper,
will be assumed to belong to the interval (0, 1].

2 The 3-dimensional problem

Let ω = ω0 \ ∪I
i=1ωi ⊂ R2, where ωj, for j = 0, 1, . . . , I, are open, bounded,

simply-connected sets with Lipschitz boundaries γj := ∂ωj. Moreover, we
assume that ωi ⊂ ω0, and ωi ∩ωk = ∅ for i, k = 1, . . . , I, with i 6= k. Thus ω
is a bounded, open, connected, possibly multi-connected set with a Lipschitz
boundary, see Fig. 1. We assume that the coordinate axes are such that

∫

ω

x1 dx1dx2 =

∫

ω

x2 dx1dx2 =

∫

ω

x1x2 dx1dx2 = 0. (1)
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Fig. 1. The cross-section of the beam with I = 4.

For ε ∈ (0, 1], let ωε := εω, and for ` > 0, let Ωε := ωε × (0, `) ⊂ R3.
Henceforth, we shall refer to Ωε as the reference configuration occupied

by a homogeneous, isotropic, linearly elastic body. We assume the body to
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be subject to body forces bε ∈ L2(Ωε;R3) and to have null displacement on
ωε×{x3 = 0}. Then, the displacement may be computed by minimizing the
energy functional

Fε(ũ) :=
1

2

∫

Ωε

CEũ · Eũ dx−
∫

Ωε

bε · ũ dx

among all displacements ũ ∈ H1
dn(Ωε;R3), where

H1
dn(Ωε;Rn) := {ṽ ∈ H1(Ωε;Rn) : ṽ = 0 on ωε × {x3 = 0}}.

Above, Eũ denotes the strain of the displacement ũ, i.e.,

Eũ(x) :=
Dũ(x) + DũT(x)

2
,

and C is the elasticity tensor, which in terms of the Lame’s parameters may
be written as

CA = 2µA + λ(trA)I,

for every symmetric matrix A, where I denotes the identity matrix and trA
denotes the trace of A. We assume µ > 0 and λ ≥ 0 so to have, for every
symmetric tensor A,

CA · A ≥ µ|A|2. (2)

As customary in dimension reduction problems we pass to a domain in-
dependent of ε. Let Ω := Ω1 and let pε : Ω → Ωε be defined by pε(x) =
pε(x1, x2, x3) = (εx1, εx2, x3). Following Ciarlet and Destuynder [2], we also
change the name of the unknowns by setting

(u1, u2, u3) := (εũ1, εũ2, ũ3) ◦ pε : Ω → R3.

We then have

Dũ ◦ pε =




1

ε2
Dαuβ

1

ε
D3uβ

1

ε
Dαu3 D3u3


 =: Hεu

where Di denotes the partial derivatives with respect to xi. We shall denote
by

Eεu :=
Hεu + HεuT

2
, W εu :=

Hεu−HεuT

2
,
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the symmetric and the skew-symmetric part of Hεu.
We consider loads of the form

bε
1 ◦ pε(x) = εb1(x)− m(x3)

I0

x2, bε
2 ◦ pε(x) = εb2(x) +

m(x3)

I0

x1,

bε
3 ◦ pε(x) = b3(x),

with b ∈ L2(Ω;R3), m ∈ L2(0, `), and where I0 :=
∫

ω
(x2

1 +x2
2) dx1dx2 denotes

the polar moment of inertia of the section ω. With this notation the energy
rewrites as

Fε(u) :=
1

ε2
Fε

(
(
u1

ε
,
u2

ε
, u3) ◦ p−1

ε

)

= Iε(u)−
∫

Ω

b · u dx−
∫ `

0

mϑε(u) dx3,

where

Iε(u) :=
1

2

∫

Ω

CEεu · Eεu dx, (3)

and

ϑε(u)(x3) :=
1

ε

1

I0

∫

ω

(x1u2(x1, x2, u3)− x2u1(x1, x2, x3)) dx1dx2. (4)

The energy Fε should be minimized over H1
dn(Ω;R3) := H1

dn(Ω1;R3).

3 Convergence of displacements

Throughout the section we consider a sequence {uε} ⊂ H1
dn(Ω;R3) such that

sup
ε∈(0,1]

‖Eεuε‖L2(Ω) < +∞. (5)

Up to a subsequence, still denoted by ε, there exists an E ∈ L2(Ω;R3×3) such
that

Eεuε ⇀ E in L2(Ω;R3×3).

We start by studying the convergence of the displacements.
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Theorem 3.1 There exist a subsequence of {uε}, not relabeled, and a func-
tion

u0 ∈ HBN(Ω;R3) := {v ∈ H1
dn(Ω;R3) : (Ev)iα = 0, i = 1, 2, 3, α = 1, 2},

such that
uε ⇀ u0 in H1(Ω;R3). (6)

Moreover
E33 = D3u

0
3.

Proof. Since |Eεuε| ≥ |Euε| it follows, from (5), that Euε is uniformly
bounded in L2(Ω;R3×3) and, by Korn’s inequality, that uε is uniformly
bounded in H1(Ω;R3). Hence, there exist a u0 ∈ H1

dn(Ω;R3) and a sub-
sequence such that uε ⇀ u0 in H1(Ω;R3). From the definition of Eε we
have that |(Eεuε)iα| ≥ 1

ε
|(Euε)iα|, thus, using (5) we deduce that Cε ≥

‖(Euε)iα‖L2(Ω) and consequently (Eu0)iα = 0. Hence u0 ∈ HBN(Ω;R3). The
last part of the statement follows by noticing that (Eεuε)33 = D3u

ε
3. 2

The set HBN(Ω;R3) is the space of Bernoulli-Navier displacements on Ω, and
it can be characterized also as (see, for instance, Le Dret [9])

HBN(Ω;R3) = {v ∈ H1
dn(Ω;R3) : ∃ ξα ∈ H2

dn(0, `),∃ ξ3 ∈ H1
dn(0, `)

such that vα(x) = ξα(x3), v3(x) = ξ3(x3)− xαξ′α(x3)}.
(7)

The characterization of the twist of the cross section will be much more
involved. We start by stating a Korn’s type inequality.

Theorem 3.2 There exists a constant CK > 0 such that
∫

Ω

|εHεv|2dx ≤ CK

∫

Ω

|Eεv|2 dx, (8)

for every v ∈ H1
dn(Ω;R3) and every 0 < ε ≤ 1.

Proof. This follows immediately by a result of Anzellotti et al. [1]. Indeed
these authors have proved that there exists a constant CK > 0 such that

∫

Ωε

|Dṽ|2dx ≤ CK

ε2

∫

Ωε

|Eṽ|2 dx, (9)

6



for every ṽ ∈ H1
dn(Ωε;R3) and every 0 < ε ≤ 1. Rescaling this inequality to

Ω we deduce the claim. 2

In the next Lemma we characterize the limit of the sequence {εHεuε}
and, in doing so, we introduce the twist angle, ϑ, of the cross-section.

Lemma 3.1 Let u0 be as in Theorem 3.1. There exist a subsequence of {uε},
not relabeled, and a function ϑ ∈ L2(Ω) such that

εHεuε ⇀




0 −ϑ D3u
0
1

ϑ 0 D3u
0
2

−D3u
0
1 −D3u

0
2 0


 in L2(Ω;R3×3). (10)

Proof. From (5) and Theorem 3.2 we deduce that the sequence εHεuε is
bounded in L2(Ω;R3×3) so that, up to subsequences, it weakly converges in
L2(Ω;R3×3) to a matrix H ∈ L2(Ω;R3×3). Since, from (5), εEεuε → 0 in
L2(Ω;R3×3), we have εW εuε ⇀ H in L2(Ω;R3×3). In particular, H is, almost
everywhere, a skew-symmetric matrix. Since ε(Hεuε)α3 = D3u

ε
α, we deduce

that (H)α3 = D3u
0
α. We conclude the proof by denoting (H)12 := −ϑ. 2

The next lemma shows that ϑ is a function of x3 only that is more regular
than a square integrable function. Hereafter we denote by

xR := (−x2, x1).

Lemma 3.2 With the notation introduced in (4) and in Lemma 3.1, we have
that ϑ does not depend on x1 and x2, and

1. ∃C > 0 : ‖ϑε(uε)‖L2(0,`) ≤ C‖Eεuε‖L2(Ω) ∀ε ∈ (0, 1];

2. ϑε(uε) ⇀ ϑ in L2(0, `);

3. ϑ ∈ H1
dn(0, `) := {ψ ∈ H1(0, `) : ψ(0) = 0}.

Proof. From Theorem 3.1 and the definition of Hε(uε) we have that

1

ε
(Dαuε

β) ⇀

(
0 −ϑ
ϑ 0

)
in L2(Ω;R2×2). (11)

Set

wε
β(x3) :=

uε
β

ε
(·, ·, x3)− 1

|ω|
∫

ω

uε
β

ε
(x1, x2, x3) dx1dx2. (12)
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By Poincare’s inequality and Lemma 3.2, we have

‖wε‖2
L2(0,`;L2(ω)) ≤

2∑

α,β=1

‖1

ε
Dαuε

β‖2
L2(Ω) ≤ C‖εHεuε‖2

L2(Ω) ≤ C‖Eεuε‖2
L2(Ω),

(13)
and hence wε

β is a bounded sequence in L2(0, `; H1(ω)). Thus up to a subse-
quence, not relabeled, we have that

wε
β ⇀ wβ in L2(0, `; H1(ω)), (14)

for some wβ ∈ L2(0, `; H1(ω)). Since Dαwε
β = 1/εDαuε

β we have, by (11),
that

(Dαwβ) =

(
D1w1 D2w1

D1w2 D2w2

)
=

(
0 −ϑ
ϑ 0

)
.

From two of these equations we deduce that w1, respectively w2, does not
depend on x1, respectively on x2, and from the remaining two equations we
find that ϑ = ϑ(x3). Also, by integration, we find

w(x3)(x1, x2) = a(x3) + xRϑ(x3), (15)

where we denoted by w = (w1, w2), and where a ∈ L2(0, `).
Since the axes have origin in the center of mass, see (1), we may rewrite

ϑε(uε), see (4), as

ϑε(uε) =
1

ε

1

I0

∫

ω

(x1u
ε
2 − x2u

ε
1) dx1dx2 =

1

I0

∫

ω

xR · wε dx1dx2,

and

ϑ =
1

I0

∫

ω

xR · xRϑ dx1dx2 =
1

I0

∫

ω

xR · w dx1dx2.

Thus, from (13) we deduce item 1., and from (14) we deduce item 2. of the
Lemma.

We now prove item 3. Let ψ ∈ C∞
0 (ω) be such that

∫

ω

ψ dx1dx2 =
I0

2
,

and set

ϑ̃ε :=
1

I0

∫

ω

curl ψ · wε dx1dx2,
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where
curl ψ := (D2ψ,−D1ψ).

Then, from (11) we deduce that

ϑ̃ε ⇀
1

I0

∫

ω

curl ψ · w dx1dx2 in L2(0, `).

But
∫

ω

curl ψ · w dx1dx2 = a

∫

ω

curl ψ dx1dx2 + ϑ

∫

ω

curl ψ · xR dx1dx2

= −ϑ

∫

ω

Dβψ xβ dx1dx2 = ϑ

∫

ω

ψDβxβ dx1dx2

= 2ϑ

∫

ω

ψ dx1dx2 = ϑ.

Thus ϑ̃ε ⇀ ϑ in L2(0, `). Since

∫

ω

curl ψ·(D1u
ε
3, D2u

ε
3) dx1dx2 =

∫

∂ω

uε
3 curl ψ·n ds−

∫

ω

uε
3 div curl ψ dx1dx2 = 0,

we have that

D3ϑ̃
ε =

1

I0

∫

ω

curl ψ ·D3w
ε dx1dx2

=
1

I0

∫

ω

curl ψ · (D3(u
ε
1, u

ε
2)

ε
− 1

|ω|
∫

ω

D3(u
ε
1, u

ε
2)

ε
dx1dx2

)
dx1dx2

=
1

I0

∫

ω

curl ψ · D3(u
ε
1, u

ε
2)

ε
dx1dx2

=
1

I0

∫

ω

curl ψ · (D3(u
ε
1, u

ε
2)

ε
+

(D1u
ε
3, D2u

ε
3)

ε

)
dx1dx2

=
2

I0

∫

ω

(curl ψ)α(Eεuε)α3 dx1dx2,

and hence ϑ̃ε is bounded in H1(0, `). Thus ϑ̃ε ∈ H1
dn(0, `) and ϑ̃ε ⇀ ϑ in

H1(0, `). This convergence implies item 3. of the Lemma. 2

We now establish the relation between the twist angle ϑ and the limit
strain E.
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Theorem 3.3 There exists a function z ∈ H−1(0, `; L2(ω)) ⊂ D′(0.`); L2(ω))
such that

Dαz = 2Eα3 − (xR)αD3ϑ for α = 1, 2,

and 〈z, ϕ〉 has null average on ω for every ϕ ∈ D(0, `).

Proof. Throughout the proof we shall denote the average on ω by

[·] :=
1

|ω|
∫

ω

· dx1dx2,

and we shall use the notation and some of the results contained in the proof
of Lemma 3.2. With the notation of the average just introduced we can
rewrite, see (12), wε

β = uε
β/ε− [uε

β/ε]. Define

pε :=
1

ε

(
uε

3 − [uε
3] + D3[u

ε
β]xβ

)
,

and note that
Dαpε = 2(Eεuε)α3 −D3w

ε
α. (16)

Let ψ ∈ C∞(0, `) be such that 0 ≤ ψ ≤ 1, ψ = 0 on (0, `/3), and ψ = 1 on
(2`/3, `), and let

pε
ψ(x1, x2, x3) :=

∫ x3

0

pε(x1, x2, s)ψ(s) ds.

Since

Dαpε
ψ(x1, x2, x3) =

∫ x3

0

Dαpε(x1, x2, s)ψ(s) ds = −wε
α(x1, x2, x3)ψ(x3)

+

∫ x3

0

2(Eεuε)α3(x1, x2, s)ψ(s) + wε
α(x1, x2, s)D3ψ(s) ds,

we have that

‖Dαpε
ψ‖2

L2(Ω) ≤ Cψ(‖wε
α‖2

L2(Ω) + ‖(Eεuε)α3‖2
L2(Ω))

and so, by (14) and (5), (Dαpε
ψ) is a bounded sequence in L2(Ω;R2). Since

[pε
ψ] = 0, from Poincare’s inequality we find that

‖pε
ψ‖2

L2(ω) ≤ C

2∑
α=1

‖Dαpε
ψ‖2

L2(ω),
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and therefore (pε
ψ) is a bounded sequence in L2(0, `; H1(ω)). From the defi-

nition of pε
ψ it follows that

ψpε = D3p
ε
ψ

and hence

‖ψpε‖H−1(0,`;L2(ω)) = ‖D3p
ε
ψ‖H−1(0,`;L2(ω))

= sup
η∈H1

0 (0,`;L2(ω))

∫
Ω

pε
ψD3η dx

‖η‖H1
0 (0,`;L2(ω))

≤ ‖pε
ψ‖L2(0,`;L2(ω)).

Thus (ψpε) is a bounded sequence in H−1(0, `; L2(ω)). Similarly we can show,
by substituting in the previous argument 1 − ψ to ψ, that ((1 − ψ)pε) is a
bounded sequence in H−1(0, `; L2(ω)). Thus pε = ψpε+(1−ψ)pε is a bounded
sequence in H−1(0, `; L2(ω)) and hence there exists p ∈ H−1(0, `; L2(ω)) such
that, up to a subsequence,

pε ⇀ p in H−1(0, `; L2(ω)).

Since [pε
ψ] = 0, then [〈p, ϕ〉] = 0 for every ϕ ∈ H1

0 (0; `).
Letting ε go to zero in (16) we find

Dαp = 2Eα3 −D3wα = 2Eα3 −D3(a + xRϑ)α,

where we have used (15). Keeping in mind that a = a(x3), we finally find

Dα(p− xβD3aβ) = 2Eα3 − (xR)αD3ϑ,

and the theorem is proven with z = p− xβD3aβ. 2

REMARKS.

1. For ω simply connected Theorem 3.3 can be proven in a much simpler
way. We briefly outline the proof. Indeed, since

D3(εW
εuε)12 = D2(E

εuε)13 −D1(E
εuε)23,

in the sense of distributions, recalling Lemma 3.1 and passing to the
limit, we find

−D3ϑ = D2E13 −D1E23.

The above identity can be equivalently written as

D1(2E23 − x1D3ϑ)−D2(2E13 + x2D3ϑ) = 0,
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that is: the vector field with components 2Eα3−(xR)αD3ϑ has curl equal
to zero. Thus, for ω simply connected, see for instance Girault and
Raviart [7], this implies the existence of a field z whose (bidimensional)
gradient is the vector field (2Eα3 − (xR)αD3ϑ).

2. Since E ∈ L2(Ω;R3×3) and ϑ ∈ H1(0, `), from Theorem 3.3 we have
that z ∈ H−1(0, `; H1(ω)) and not just in H−1(0, `; L2(ω)). Here-
after we shall denote by H−1(0, `; H1

m(ω)) the set of functions z ∈
H−1(0, `; H1(ω)) such that 〈z, ϕ〉 has null average on ω for every ϕ ∈
C∞

0 (0, `).

4 The limit energy

To state our main theorem we need to introduce some notation. The energy
density for an isotropic material is

f(A) =
1

2
CA · A = µ|A|2 +

λ

2
|trA|2,

where λ and µ are the Lame’s parameters, and C is the elasticity tensor
which satisfies (2). The limit energy shall be defined by means of

f0(α1, α2, α3) := min{f(A) : A ∈ Sym, Ai3 = αi, for i = 1, 2, 3},

that is

f0(α1, α2, α3) = 2µ(α2
1 + α2

2) +
E

2
α2

3, (17)

where E = µ(2µ + 3λ)/(µ + λ) is the Young modulus. The next lemma,
which involves part of the energy density f0 and the characterization of E13

and E23 given in Theorem 3.3, will be useful to deduce the limit energy.

Lemma 4.1

inf{2µ
∫

Ω

E2
13 + E2

23 dx : ∃ z ∈ H−1(0, `; H1
m(ω)) s.t.

Dαz = 2Eα3 − (xR)αD3ϑ for α = 1, 2}

=
µ

2

∫

ω

|Dϕ + xR|2 dx1dx2

∫ `

0

D3ϑ
2 dx3,
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where ϕ is the torsion function, i.e.,



4ϕ = 0 in ω,
Dϕ · n = −xR · n on ∂ω,∫

ω
ϕdx1dx2 = 0.

(18)

Proof. Troughout the proof, D shall denote the bidimensional gradient.
The infimum stated in the Lemma is equal to

min
z∈H−1(0,`;H1

m(ω))

µ

2

∫

Ω

|Dz|2 + 2Dz · xRD3ϑ + |xRD3ϑ|2 dx (19)

where the minimum is actually achieved for z = ϕ̂ ∈ L2(0, `; H1
m(ω)), as

follows by an application of the direct method of the calculus of variations.
Thus, ϕ̂(x3) ∈ H1

m(ω) satisfies, for almost every x3 ∈ (0, `), the following
problem { 4ϕ̂(x3) = 0 in ω,

Dϕ̂(x3) · n = −xR · nD3ϑ(x3) on ∂ω,

where n is the outer normal to ∂ω. Thus

ϕ̂ = ϕD3ϑ

where ϕ is the torsion function defined in problem (18). The end of the
proof is simply achieved by computing the minimum value (in z = ϕD3ϑ) of
problem (19). 2

The quantity
µ

2

∫

ω

|Dϕ + xR|2 dx1dx2,

appearing in Lemma 4.1, is called the torsional rigidity of the beam. Usually
it is not expressed in terms of the torsion function but by means of the so
called Prandtl stress function that we are now going to introduce. This new
function can be defined thanks to the following theorem whose proof can be
found in Girault and Raviart [7].

Theorem 4.1 A function v ∈ L2(ω;R2) satisfies
{

divv = 0 in ω,
〈v · n, 1〉H−1/2(γh)×H1/2(γh) = 0 for h = 0, 1, . . . , I,

if and only if there exists a function g ∈ H1(ω) such that

v = curlg := (D2g,−D1g).

13



The function Dϕ+xR, thanks to problem (18), satisfies the assumptions of
Theorem 4.1 and therefore there exists a function ψ ∈ H1(ω), called Prandtl
stress function, such that

curlψ = Dϕ + xR. (20)

Thus, the torsional rigidity can be simply written as

µ

2

∫

ω

|Dϕ + xR|2 dx1dx2 =
µ

2

∫

ω

|curlψ|2 dx1dx2 =
µ

2

∫

ω

|Dψ|2 dx1dx2. (21)

The Prandtl stress function can be computed directly without making
use of the torsion function. Indeed from (20) we deduce that 4ψ = −2 in ω,
and

curlψ · n = 0 on each γh. (22)

Since 0 = curlψ · n = Dψ · t, where t = (−n2, n1) denotes the tangent unit
vector to ∂ω, we deduce that ψ is constant on each γh. Since ψ is defined up
to a constant we may set ψ = 0 on γ0 and ψ = kh for h = 1, . . . , I, where kh

are constants. Also, we have

0 =

∫

γh

Dϕ · t ds =

∫

γh

(curlψ − xR) · t ds =

∫

γh

(−Dψ − x) · n ds,

thus ∫

γh

Dψ · n ds = −
∫

γh

x · n ds =

∫

ωh

divx dx1dx2 = 2Ah,

where Ah denotes the area of ωh for h = 1, . . . , I. Therefore the Prandtl stress
function satisfies





4ψ = −2 in ω,
ψ = 0 on γ0,
ψ = kh on γh for h = 1, . . . , I,∫

γh
Dψ · n ds = 2Ah, for h = 1, . . . , I.

(23)

We now prove a technical lemma.

Lemma 4.2 Let {uε} be a sequence of functions in the space H1
dn(Ω;R3). If

supε Fε(u
ε) < +∞, then (5) holds for some constant C > 0.

14



Proof. By assumption there exists a constant c > 0 such that, for every ε
we have

c ≥ Fε(u
ε) ≥ µ

2
‖Eεuε‖2

L2(Ω) − ‖b‖L2(Ω)‖uε‖L2(Ω) − ‖m‖L2(0,`)‖ϑε(uε)‖L2(0,`)

≥ µ

4
‖Eεuε‖2

L2(Ω) +
µ

4
‖Euε‖2

L2(Ω) − η(‖uε‖2
L2(Ω) + ‖ϑε(uε)‖2

L2(0,`))− Cη

≥ µ

4
‖Eεuε‖2

L2(Ω) +
µ

4
‖Euε‖2

L2(Ω) − ηC̃(‖Euε‖2
L2(Ω) + ‖Eεuε‖2

L2(Ω))− Cη

where in the last inequality we have used Korn’s inequality and item 1. of
Lemma 3.2. Since η is arbitrary, the claim follows by taking η small enough.
2

We finally state and prove our convergence result.

Theorem 4.2 Let ψ be the Prandtl stress function defined above and let
F : H1

dn(Ω;R3)×H1
dn(0, `) → R ∪ {+∞} be defined by

F (v, ϑ) :=

∫

Ω

µ

2
|DψD3ϑ|2 +

E

2
|D3v3|2 dx−

∫

Ω

b · v dx−
∫ `

0

mϑdx3 (24)

if v ∈ HBN(Ω;R3), and +∞ otherwise. As ε → 0, the sequence of functio-
nals Fε, defined in (3)-(4), Γ-converges to the functional F , in the following
sense:

1. (liminf inequality) for every sequence of positive numbers εk converging
to 0 and for every sequence {uk} ⊂ H1

dn(Ω;R3) such that

uk ⇀ u0 in H1(Ω;R3), (εkW
εkuk)12 ⇀ −ϑ in L2(Ω),

we have
lim inf
k→+∞

Fεk
(uk) ≥ F (u0, ϑ);

2. (recovery sequence) for every sequence of positive numbers εk conver-
ging to 0 and for every (u0, ϑ) ∈ H1

dn(Ω;R3) ×H1
dn(0, `) there exists a

sequence {uk} ⊂ H1
dn(Ω;R3) such that

uk ⇀ u0 in H1(Ω;R3), (εkW
εkuk)12 ⇀ −ϑ in L2(Ω),

and
lim sup
k→+∞

Fεk
(uk) ≤ F (u0, ϑ).
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Proof. Let us prove the liminf inequality. Without loss of generality we
may suppose that

lim inf
k→+∞

Fεk
(uk) = lim

k→+∞
Fεk

(uk) < +∞.

Then Lemma 4.2 applies to the sequence Fεk
(uk). Hence assumption (5) is

fulfilled and the results of Section 3, namely Lemma 3.2 and Theorem 3.3,
hold true.

Denoting the work done by loads, Lε := Fε − Iε, where Fε and Iε are
defined in Section 2, using Lemma 3.2 and the convergence assumptions on
the sequence {uk}, we can see that

Lεk
(uk) =

∫

Ω

b · uk dx +

∫ `

0

mϑεk(uk) dx3 →
∫

Ω

b · v dx +

∫ `

0

mϑdx3.

Thus we have only to prove that

lim inf
k→+∞

Iεk
(uk) ≥

∫

Ω

µ

2
|DψD3ϑ|2 +

E

2
|D3u

0
3|2 dx. (25)

By definition of f0 we get

lim inf
k→+∞

Iεk
(uk) = lim inf

k→+∞

∫

Ω

f(Eεkuk) dx

≥ lim inf
k→+∞

∫

Ω

f0((E
εkuk)13, (E

εkuk)23, (E
εkuk)33) dx

≥
∫

Ω

f0(E13, E23, E33) dx

= 2µ

∫

Ω

(E2
13 + E2

23) dx +
E

2

∫

Ω

|E33|2 dx,

where in the last inequality we have used the convexity of f0, and where
Ei3 satisfy the properties stated in Theorem 3.1 and Theorem 3.3. Thus by
Lemma 4.1, (21) and Theorem 3.3 we deduce (25).

Let us now find a recovery sequence. Let F (u0, ϑ) < +∞, otherwise there
is nothing to prove. Then u0 ∈ HBN(Ω;R3) and ϑ ∈ H1

dn(0, `).
We start by assuming that u0 and ϑ are smooth and equal to zero near by

x3 = 0. By (7) there exists ξ smooth and equal to zero near by x3 = 0 such
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that u0
α(x) = ξα(x3), and u0

3(x) = ξ3(x3)− xαξ′α(x3). Let uε be the sequence
defined by

uε
1 = ξ1 − εx2ϑ + ε2ν

2

(− x2
2ξ
′′
1 + x2

1ξ
′′
1 + 2x1x2ξ

′′
2 − 2x1ξ

′
3

)

uε
2 = ξ2 + εx1ϑ + ε2ν

2

(− x2
1ξ
′′
2 + x2

2ξ
′′
2 + 2x1x2ξ

′′
1 − 2x2ξ

′
3

)

uε
3 = ξ3 − x1ξ

′
1 − x2ξ

′
2 + εϕD3ϑ

(26)

where ν = λ/2(λ+µ) is the Poisson’s coefficient, and ϕ is the torsion function
(with zero mean value). We have that uε is equal to zero in x3 = 0 and

(εW εuε)12 = −ϑ + O(ε)

ϑε(uε) = ϑ + O(ε),

Eεuε = Z(u0
3, ϑ) + O(ε),

uniformly, where

Z(u0
3, ϑ) :=




−νD3u
0
3, 0 (D1ϕ− x2)D3ϑ/2

−νD3u
0
3 (D2ϕ + x1)D3ϑ/2

sym D3u
0
3


 .

By (20) we also have

Z(u0
3, ϑ) =




−νD3u
0
3, 0 D2ψD3ϑ/2

−νD3u
0
3 −D1ψD3ϑ/2

sym D3u
0
3


 , (27)

and a direct computation shows that

f(Z(u0
3, ϑ)) = f0(

1

2
D2ψD3ϑ,−1

2
D1ψD3ϑ,D3u

0
3).

Therefore,

Iε(u
ε) =

∫

Ω

f(Z(u0
3, ϑ)) dx + O(ε)

=

∫

Ω

f0(
1

2
D2ψD3ϑ,−1

2
D1ψD3ϑ,D3u

0
3) dx + O(ε)

=

∫

Ω

(
µ

2
|DψD3ϑ|2 +

E

2
|D3u

0
3|2) dx + O(ε).
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Thus
Fε(u

ε) = F (u0, ϑ) + O(ε),

which, together with the equalities above, implies that {uεk} is a recov-
ery sequence. The proof of the general case, i.e., u0 ∈ HBN(Ω;R3) and
ϑ ∈ H1

dn(0, `), is achieved by approximating u0 in H1 by smooth functions
vanishing near by x3 = 0 and concluding with a standard diagonal argument.
2

REMARK. If v ∈ HBN(Ω;R3) then there exist ξα ∈ H2
dn(0, `) and a ξ3 ∈

H1
dn(0, `) such that vα(x) = ξα(x3), v3(x) = ξ3(x3)− xαξ′α(x3). Then

F (v, ϑ) =
1

2

∫ `

0

(EAξ′
2

3 + EJ2ξ
′′2
1 + EJ1ξ

′′2
2 + µJtϑ

′2) dx3

−
∫ `

0

(f1ξ1 + f2ξ2 + f3ξ3 + c1ξ
′
1 + f2ξ

′
2 + mϑ) dx3,

where we simply denoted with a prime the derivative with respect to x3 and
where we set

A :=

∫

ω

dx1dx2, J1 :=

∫

ω

x2
2 dx1dx2,

Jt :=

∫

ω

|Dψ|2 dx1dx2, J2 :=

∫

ω

x2
1 dx1dx2,

and

fi :=

∫

ω

bi dx1dx2, cα :=

∫

ω

−xαb3 dx1dx2.

5 Error estimate

For every ε ∈ (0, 1] let uε ∈ H1
dn(Ω;R3) be the minimizer of the three-

dimensional problem, i.e.,

Fε(u
ε) = min

v∈H1
dn(Ω;R3)

Fε(v),

and let (u, ϑ) ∈ HBN(Ω;R3)×H1
dn(0, `) be the minimizer of the limit problem,

that is
F (u, ϑ) = min

(v,ϑ̌)∈HBN (Ω;R3)×H1
dn(0,`)

F (v, ϑ̌).
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From (7) there exist ξα ∈ H2
dn(0, `) and ξ3 ∈ H1

dn(0, `) such that

uα(x) = ξα(x3), u3(x) = ξ3(x3)− xαξ′α(x3).

We make the following regularity assumption on the loads

(H) m ∈ L2(0, `), bα ∈ L2(Ω), b3 ∈ H1(0, `; L2(ω)).

Under this assumption, using the minimality of (u, ϑ), we obtain that

ξα ∈ H2
dn(0, `) ∩H4(0, `), ξ3 ∈ H1

dn(0, `) ∩H3(0, `), ϑ ∈ H1
dn(0, `) ∩H2(0, `).

(28)
To make a comparison between uε and the solution (u, ϑ) of the limit problem,
we consider the sequence defined in (26) for (u, ϑ). In fact, in order to satisfy
the Dirichlet boundary condition we correct such a sequence by means of a
perturbation of order ε2.

Let

γ1(x1, x2) :=
ν

2

(− x2
2ξ
′′
1 (0) + x2

1ξ
′′
1 (0) + 2x1x2ξ

′′
2 (0)− 2x1ξ

′
3(0)

)
,

γ2(x1, x2) :=
ν

2

(− x2
1ξ
′′
2 (0) + x2

2ξ
′′
2 (0) + 2x1x2ξ

′′
1 (0)− 2x2ξ

′
3(0)

)
,

γ3(x1, x2) := εϕD3ϑ(0).

Let χε : [0, `] → [0, 1] be the continuous piecewise affine function of x3 defined
by χε(0) = 1, χε(ε) = χε(`) = 0.

Let us denote by ũε the (recovery) sequence

ũε
1 := ξ1 − εx2ϑ + ε2ν

2

(− x2
2ξ
′′
1 + x2

1ξ
′′
1 + 2x1x2ξ

′′
2 − 2x1ξ

′
3

)− ε2γ1χ
ε,

ũε
2 := ξ2 + εx1ϑ + ε2ν

2

(− x2
1ξ
′′
2 + x2

2ξ
′′
2 + 2x1x2ξ

′′
1 − 2x2ξ

′
3

)− ε2γ2χ
ε,

ũε
3 := ξ3 − x1ξ

′
1 − x2ξ

′
2 + εϕD3ϑ− εγ3χ

ε.

Theorem 5.1 With the notation above and under assumption (H), there
exists a constant C, independent of ε, such that

‖Eε(uε − ũε)‖L2(Ω) ≤ C
√

ε.
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Proof. Let
wε := uε − ũε.

Since uε is a minimizer of Fε, we have that

F ε(ũε) ≥ F ε(uε) = F ε(ũε + wε) =

= F ε(ũε) +
1

2

∫

Ω

CEεwε · Eεwε dx−
∫

Ω

b · wε dx +

−
∫ `

0

mϑε(wε) dx3 +

∫

Ω

CEεũε · Eεwε dx,

from which we deduce that

‖Eε(wε)‖2
L2(Ω) ≤ C

∣∣
∫

Ω

CEεũε · Eεwε dx−
∫

Ω

b · wε dx−
∫ `

0

mϑε(wε) dx3

∣∣.
(29)

In the sequel we estimate the right hand side of the inequality above. We
start by computing CEεũε. A direct computation shows that

Eεũε = Z + Rε, (30)

where Z := Z(u, ϑ) is defined in (27) and Rε is defined by

Rε
11 = −D1γ1χ

ε, Rε
22 = −D2γ2χ

ε, Rε
33 = −εγ3χ

ε′,

Rε
12 = −γ

D2γ1 + D1γ2

2
χε,

Rε
13 = ε

ν

4

(− x2
2ξ
′′′
1 + x2

1ξ
′′′
1 + 2x1x2ξ

′′′
2 − 2x1ξ

′′
3

)− 1

2

(
εγ1χ

ε′ + D1γ3χ
ε
)
,

Rε
23 = ε

ν

4

(− x2
1ξ
′′′
2 + x2

2ξ
′′′
2 + 2x1x2ξ

′′′
1 − 2x2ξ

′′
3

)− 1

2

(
εγ2χ

ε′ + D2γ3χ
ε
)
.

From the definition of χε we deduce that

‖Rε‖L2(Ω) ≤ C
√

ε, (31)

where the constant C depends on the following norms: ‖γi‖L2(ω), ‖Dβγα‖L2(ω),
‖Dαγ3‖L2(ω), ‖ξ′′′α ‖L2(0,`), and ‖ξ′′3‖L2(0,`).

Since

(CZ)αβ = 0, (CZ)13 = µD2ψ ϑ′, (CZ)23 = −µD1ψ ϑ′, (CZ)33 = ED3u3,
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we find∫

Ω

CZ · Eεwε dx =

∫

Ω

µD2ψ ϑ′
D3w

ε
1 + D1w

ε
3

ε
− µD1ψ ϑ′

D3w
ε
2 + D2w

ε
3

ε
+

+ED3u3 D3w
ε
3 dx

=

∫

Ω

µϑ′

ε
curlψ · (D3w̄

ε + D̄wε
3) + ED3u3 D3w

ε
3 dx (32)

=

∫

Ω

µϑ′

ε
curlψ ·D3w̄

ε + ED3u3D3w
ε
3 dx,

where w̄ε := (wε
1, w

ε
2), D̄ := (D1, D2), and where in the last equality we used

the divergence theorem and the condition curl ψ · n = 0 on ∂ω, see (22).
Substituting (30) in (29) and using (32) we find

‖Eε(wε)‖2
L2(Ω) ≤ C(Iε + IIε + IIIε), (33)

where

Iε =
∣∣
∫

Ω

CRε · Eεwε dx
∣∣,

IIε =
∣∣
∫

Ω

µϑ′

ε
curlψ ·D3w̄

ε dx−
∫ `

0

mϑε(wε) dx3

∣∣,

IIIε =
∣∣
∫

Ω

ED3u3D3w
ε
3 − b · wε dx

∣∣.

From (31) we easily find that

Iε ≤ C‖Rε‖L2(Ω)‖Eεwε‖L2(Ω) ≤ C
√

ε‖Eεwε‖L2(Ω). (34)

Concerning the second term in (33) we have

IIε =
∣∣
∫

Ω

µϑ′

ε
curlψ ·D3(εϑ

ε(wε) curlψ) dx−
∫ `

0

mϑε(wε) dx3 +

+

∫

Ω

µϑ′

ε
curlψ ·D3(w̄

ε − εϑε(wε) curlψ) dx
∣∣

=
∣∣
∫

Ω

µ|Dψ|2ϑ′ ϑε(wε)′ dx−
∫ `

0

mϑε(wε) dx3 +

+

∫

Ω

µϑ′

ε
curlψ ·D3

[
w̄ε − (−

∫

ω

w̄ε dx1dx2 + εxRϑε(wε))
]
dx +

+

∫

Ω

µϑ′

ε
curlψ ·D3

[−
∫

ω

w̄ε dx1dx2 + ε(xR − curlψ)ϑε(wε))
]
dx

∣∣.
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The first line of the identity above is equal to zero because (u, ϑ) is a mini-
mizer of F and hence it satisfies the Euler-Lagrange equation

∫

Ω

µ|Dψ|2ϑ′ η′ dx−
∫ `

0

mη dx3 = 0 for every η ∈ H1
dn(Ω;R). (35)

The last line is also equal to zero since, by (23), we have

∫

ω

curlψ dx1dx2 = −
∫

∂ω

ψ t ds = −
I∑

h=1

kh

∫

γh

t ds = 0,

and, using (20) and the fact that curl ψ · n = 0 on ∂ω, we deduce

∫

ω

curlψ · (xR − curlψ) dx1dx2 = −
∫

ω

curlψ ·Dϕ dx1dx2

= −
∫

∂ω

ϕ curlψ · n ds = 0.

Thus, since w̄ε(x1, x2, 0) = 0 and ϑε(wε)(0) = 0, and since µϑ′(`) = 0 as a
consequence of (35), we find

IIε =
∣∣
∫

Ω

µϑ′

ε
curlψ ·D3

[
w̄ε − (−

∫

ω

w̄ε dx1dx2 + εxRϑε(wε))
]
dx

∣∣

=
∣∣
∫

Ω

µϑ′′

ε
curlψ · [w̄ε − (−

∫

ω

w̄ε dx1dx2 + εxRϑε(wε))
]
dx

∣∣

≤ C

ε
‖ϑ′′‖L2(0,`)

∥∥w̄ε − (−
∫

ω

w̄ε dx1dx2 + εxRϑε(wε))
∥∥

L2(Ω)
.

Applying the bi-dimensional Korn inequality

∥∥w̄ε − (−
∫

ω

w̄ε dx1dx2 + εxRϑε(wε))
∥∥

L2(ω)
≤ C‖(Ewε)αβ‖L2(ω),

which holds almost everywhere in (0, `), and, integrating over (0, `), we find

∥∥w̄ε−(−
∫

ω

w̄ε dx1dx2+εxRϑε(wε))
∥∥

L2(Ω)
≤ C‖(Ewε)αβ‖L2(Ω) ≤ Cε2‖Eεwε‖L2(Ω).

Thus,
IIε ≤ Cε‖ϑ′′‖L2(0,`)‖Eεwε‖L2(Ω). (36)
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Finally, we estimate IIIε.
Since (u, ϑ) is a minimizer of F , we have

∫

Ω

ED3u3D3z3 dx =

∫

Ω

b · z dx for every z ∈ HBN(Ω;R3). (37)

Thus, for any zε ∈ HBN(Ω;R3), we may write

IIIε =
∣∣
∫

Ω

ED3u3D3(w
ε
3 − z3)− b · (wε − zε) dx

∣∣

=
∣∣
∫

Ω

(ED3D3u3 + b3)(w
ε
3 − zε

3)− bα(wε − zε)α dx
∣∣.

where we have used here the fact that D3u3(x1, x2, `) = 0 which follows from
(37) . We now take for zε the projection of wε on the Bernoulli-Navier space,
that is

zε
α = −

∫

ω

wε
α dx1dx2, zε

3 = −
∫

ω

wε
3 dx1dx2 − xαzε ′

α .

With this choice, using Poincaré inequality, we have

‖wε
α − zε

α‖L2(ω) ≤ C‖Dβwε
α‖L2(ω) ≤ Cε2‖Hεwε‖L2(ω)

and, integrating over (0, `) and using Korn inequality, we deduce

‖wε
α − zε

α‖L2(Ω) ≤ Cε2‖Hεwε‖L2(Ω) ≤ Cε‖Eεwε‖L2(Ω).

To estimate wε
3 − zε

3 we shall use a partial Korn inequality, see Theorem 7.2
and Theorem 8.1 of [11], which implies that

‖wε
3 − zε

3‖2
(H1(0,`;L2(ω)))′ ≤ C

(‖(Ewε)αβ‖2
L2(Ω) + ‖(Ewε)α3‖2

L2(Ω) +

+ε3‖(Eεwε)‖2
L2(Ω)

)

≤ C(ε4 + ε2 + ε3)‖(Eεwε)‖2
L2(Ω)

≤ Cε2‖(Eεwε)‖2
L2(Ω).

Hence

IIIε ≤ Cε
(‖ED3D3u3 + b3‖H1(0,`;L2(ω)) + ‖b‖L2(Ω)

)‖(Eεwε)‖L2(Ω),

where ‖ED3D3u3 + b3‖H1(0,`;L2(ω)) is finite by (28) and assumption (H).
From (33), (34), (36), and the last inequality we obtain the claim of the
Theorem. 2
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REMARK. The rate of convergence
√

ε appearing in Theorem 5.1 comes to
the estimate of Iε, and it is due to a boundary layer of width ε in which the
boundary condition are accomodated. For an unconstrained beam we would
obtain, with the same proof, an estimate of order ε instead of

√
ε.

Corollary 5.1 Under the same notation and assumptions of Theorem 5.1,
there exists a constant C, independent of ε, such that

‖uε − u‖H1(Ω) ≤ C
√

ε.

Proof. By Korn inequality, for any ε ∈ (0, 1], we have

‖uε − ũε‖H1(Ω) ≤ K‖E(uε − ũε)‖L2(Ω) ≤ K‖Eε(uε − ũε)‖L2(Ω) ≤ C
√

ε,

and the claim follows from the definition of ũε. 2
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linear plate model. J. Mécanique, 18(2):315–344, 1979.

[3] L. Freddi, A. Londero, and R. Paroni. A simple variational derivation
of slender rods theory. In Applied and industrial mathematics in Italy
II, volume 75 of Ser. Adv. Math. Appl. Sci., pages 363–374. World Sci.
Publ., Hackensack, NJ, 2007.

[4] L. Freddi, A. Morassi, and R. Paroni. Thin-walled beams: the case of
the rectangular cross-section. J. Elasticity, 76(1):45–66 (2005), 2004.

[5] L. Freddi, A. Morassi, and R. Paroni. Thin-walled beams: a derivation
of Vlassov theory via Γ-convergence. J. Elasticity, 86(3):263–296, 2007.

[6] L. Freddi, F. Murat, and R. Paroni. Anisotropic inhomogeneous rect-
angular thin-walled beams. SIAM J. Math. Anal., 40(5):1923–1951,
2008/09.

24



[7] V. Girault and P.-A. Raviart. Finite element methods for Navier-Stokes
equations, volume 5 of Springer Series in Computational Mathematics.
Springer-Verlag, Berlin, 1986. Theory and algorithms.

[8] H. Irago and J. M. Viaño. Error estimation in the Bernoulli-Navier
model for elastic rods. Asymptot. Anal., 21(1):71–87, 1999.
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